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Abstract: 

With the increasing ability to generate actionable insight from data, the field of data science has seen significant growth. 

As more teams develop data science solutions, the analytical code they develop will need to be enhanced in the future, 

by an existing or a new team member. Thus, the importance of being able to easily maintain and enhance the code 
required for an analysis will increase. However, to date, there has been minimal research on the maintainability of an 

analysis done by a data science team. To help address this gap, data science maintainability was explored by (1) 

creating a data science maintainability model, (2) creating a new tool, called MIDST (Modular Interactive Data Science 

Tool), that aims to improve data science maintainability, and then (3) conducting a mixed method experiment to 

evaluate MIDST. The new tool aims to improve the ability of a team member to update and rerun an existing data 

science analysis by providing a visual data flow view of the analysis within an integrated code and computational 

environment. Via an analysis of the quantitative and qualitative survey results, the experiment found that MIDST does 

help improve the maintainability of an analysis. Thus, this research demonstrates the importance of enhanced tools to 

help improve the maintainability of data science projects. 
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1. Introduction 

Data Science is an emerging discipline that combines expertise across a range of domains, including software 

development, data management and statistics. Data science projects typically have a goal to identify correlations and 

causal relationships, classify and predict events, identify patterns and anomalies, and infer probabilities, interest and 

sentiment [1]. As a new field, much has been written about the development of data science algorithms. Unfortunately, 

less has been written about other challenges that might be encountered when working as a data scientist [2]. 

One such challenge that has not yet been extensively explored, but that will grow in importance, is the ability to create 

an analysis that is easy to maintain and enhance. Maintainability, which is the ease with which a solution can be 

modified to correct faults, improve performance, enhance capabilities, or adapt to a changed environment [3], is of 

growing importance due to the fact that not every data science analysis is a “one-off” task, and, as more organizations 

start to leverage data science, there will be a growing need to update previously developed insights. For example, an 

analysis might need to be updated due to a change in a data source or to evaluate a new machine-learning algorithm. 

Moreover, this update might need to be done by a new team member, thereby increasing the importance of having code 

that is easy to understand by someone that was not part of the original team that developed the initial analysis.  

In general, maintenance (or actions taken after the first implementation) is an important aspect of a project’s lifecycle 

[4] and as well as an important aspect of project management [5]. While project documentation can represent a valuable 

source of knowledge, it has been noted that the knowledge codified in project documents is typically not re-used in 

future projects [6]. Hence, project documentation, while helpful, is not sufficient for a team to maintain an application. 

With respect to data science, Jagadish et al. [7] describe a workflow where data flows from acquisition, to information 

extraction and cleaning, then to data integration, and then modeling and analysis. Furthermore, due to the exploratory 

nature of data science, this workflow typically involves iterative cycles of obtaining, cleaning, profiling, analyzing, and 

interpreting data [8, 9]. However, RStudio, which is the most commonly used tool for creating an analysis when using 

the R programming language [10, 11], uses a functional code-based framework, which is similar to many software 

development interactive development environments (IDEs), in that there are multiple views within the environment, 

including views of actual source code, the output of recently run commands, and of the variables defined in the current 

scope of execution. 

Due to this non-linear flow within data science, Rule et al. [12] observed that an analysis, written using a linear 

construct, which is how one creates R code within RStudio, often becomes difficult to navigate and understand. This 

difficulty in navigation and understandability discourages sharing and reuse. One approach that has been explored to 
address this challenge is the use of a visual data flow metaphor [13], and in fact, a data flow construct has been 

suggested as the conceptual mental model used by a data scientist [14]. This mental model is very different from the 

text-based coding environment used within tools such as RStudio. Hence, using tools such as RStudio might create a 

representation mismatch between the code being written and the abstracted data-driven mental model used by the data 

scientist [15]. This conceptual mismatch could make it difficult for a data scientist to understand and update code that 

was previously developed, especially if that code was developed by a different person. 

Currently, there is no commonly used general purpose R development environment that is based on the concept of a 

visual data flow metaphor that defines and links R modules. Thus, one potential step forward to improve the 

maintainability of an analysis could be via a tool that creates such a visual data flow paradigm, integrated within a code-

based programming environment. With this background in mind, our research explored if the maintainability of an 

analysis could be improved when data scientists use an enhanced development environment. Specifically, we focused 

on the following research question: 

Does using visual data flow tool, within an integrated data science development environment, improve  

the ability of a new team member to reuse and update an existing analysis? 
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The next section provides some additional background context. In Section 3, we describe the new tool that was 

developed to explore our research question, and the methodology used for an experiment to assess the impact of the tool 

on the maintainability of an analysis. Section 4 presents findings from the study. Section 5 presents a synthesis of our 

research results, and Section 6 summarizes the research, discusses limitations, and describes possible next steps. 

2. Background 

2.1  Data Science Project Maintainability 

Pimentel et al. [16] noted that data science analyses often use poor coding practices, which means that their results can 

be hard to reproduce and maintain. For example, prior research has revealed that many analyses were difficult to 

understand, and that even the original analyst can struggle to understand their prior effort [12, 17]. Furthermore, while 

describing the challenge of creating maintainable R applications, Malviya et al. [18] state that a well-defined workflow 

(i.e., where to put/get data and how to produce, collect and report the results) can help improve maintainability. They 

hypothesize that this workflow should be created within a tool, but only describe the tool at a high level. In support of 

this view, Simmons et al. [19] analyzed code from 1048 data science projects and observed that data science projects 

suffer from a high rate of functions that use an excessive number of parameters and local variables, and thus, would be 

difficult to maintain. It was also noted that data science projects do not follow traditional software engineering 

conventions because traditional software engineering conventions are inappropriate in the context of data science 

projects. 

To help try and address this maintainability challenge, one recent study explored the ability to fold (i.e., hide) logical 

chunks of code, which had mixed results due to, for example, new data scientists overlooking folded sections [12]. 

Others have explored how to best capture previous exploration within an analysis by improving tools to understand the 

history of the analysis [20]. 

Beyond this, research on data science maintainability is rare [21]. Others have, however, noted the importance in 

maintaining an analysis. For example, Dhar & Mazumdar [22] identify maintainability as a key challenge in using big 

data science within an enterprise context and note that the availability of new tools and IDEs could minimize this 

challenge and make maintenance less of an issue. In addition, Sachdeva & Chung [23] also observe that maintainability 

is a key challenge that is typically ignored, but which is becoming increasingly important and needs to be handled in a 

well-defined manner.  

Finally, one key aspect of maintainability is reproducibility, which Tatman et al. [24] define as “recreating the exact 

results” (pg. 2). In other words, it is the extent to which consistent results are obtained when an analysis is repeated. 
This is an important first step with respect to maintainability because if one cannot reproduce an analysis, then one 

cannot refine/enhance that analysis. Tatman at al. [24] describe three levels of reproducibility. Low reproducibility 

studies are those which merely describe algorithms that were used within an analysis, medium reproducibility studies 

are those which provide the code and data but not the computational environment in which the code can be run, and 

high reproducibility studies are those which provide the code, data, and full computational environment necessary to 

reproduce the results of the study.  

With respect to reproducibility, it has been noted that high reproducibility is a significant challenge when developing R-

based analyses [25]. In fact, Beaulieu-Jones & Greene [26] observed that even an analysis that is “scriptable and should 

be easy to reproduce (...) remains difficult and time consuming to reproduce computational results because analyses are 

designed and run in a specific computing environment, which may be difficult or impossible to match from written 

instructions” (pg. 342). 

2.2  Data Science Development Environments 

Beyond RStudio, there are other development environments that focus on high reproducibility, such as container-based 

environments. Specifically, high reproducibility can be achieved via the use of a container tool such as docker, which 

allows an application to be packaged with all its parts, such as libraries and other dependencies, and act like a light 
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weight virtual machine for creating a complete computing environment [25, 26]. This includes tools such as Kaggle 

Kernels [27] and Jupyter notebooks [28]. However, none of these environments address the non-linear nature of data 

science analysis [12]. 

As previously noted, a visual data flow metaphor might be an interesting alternative to existing data science IDEs. At its 

core, a visual data flow program represents code using graphical box-and-wire diagrams, where boxes denote modules 

(or functions) and wires denote the passing of values between functions [27]. Leveraging this visual data flow paradigm 
has been used for decades to analyze data [29, 30]. For example, the Application Visualization System (AVS) was 

created nearly thirty years ago [31] and was designed around the concept of software building blocks, or modules, 

which could be interconnected to form a visual data flow program. In fact, it has been noted that visual data flow 

programming is most successful where data manipulation is the foremost important task [32]. 

This visual metaphor is now receiving renewed attention across a range of applications [33, 34]. However, within a data 

science context, these visual data science data flow tools do not focus on the development of R code. Rather, these are 

higher-level tools that promote the idea of “machine learning for everyone” by enabling people who do not code to be 

able to create a data analysis. For example, Weka [35], a popular machine learning development environment, provides 

both a command line interface and a graphical interface that is focused on higher-level graphical programming, as 

opposed to providing a graphical user interface to help data scientists develop their R code. Another visual data science 

tool, KNIME, does make it possible for programmers to create nodes using a node wrapper that understands/parses R 
code, but like Weka, developing new R code is not core to the thought process of the users of KNIME [36]. Other 

examples of these higher-level visual programming environments include ViSta for statistical analysis [37], and Orange 

for machine learning [38]. In other words, while there are visual data flow programming tools for data science, these 

tools are focused on higher level constructs to create an analysis by reusing existing nodes or whole workflows (i.e., not 

focused on programming). Due to this difference in focus, it has been observed that when trying to develop R code 

within tools such as KNIME, users had issues due to the lack of integration between visual data flow editor and the 

textual environment, which led to user frustration [39]. 

In short, there is currently no commonly used general purpose development environment for developing R code that is 

based on the concept of data flow, where the user creates code modules and links those custom nodes [39]. However, a 

small 4-person case study of a data flow prototype system found that integrating a code-based environment with a 

visual data flow view was useful in creating a more understandable analysis [40], which suggests that a visual data flow 

view might improve maintainability.  

2.3 Software Development Project Maintainability Models 

Even in software development, the concept of maintainability is often overlooked. For example, in a systematic 

literature review that focused on compiling and synthesizing project success factors in Information Technology (IT) 

projects, the concept of maintainability was not explicitly noted [41]. Furthermore, the need for maintainability was 

only implicitly noted in a systematic literature review that identified factors of IT project complexity, where reusability 

was noted as a key complexity factor [42]. 

However, due to the importance of software maintainability, during the past 20+ years, a wide range of maintainability 

models have been proposed. In one model, Muthanna et al. [43] focused on design level metrics that characterize the 

overall data and control flow between modules. In a different example, [44] describes a higher-level quality model, 

which includes self-descriptiveness, modifiability and testability as the sub characteristics for maintainability. In yet a 

different example, Rizvi et al. [45] describe a model for maintainability that has two key factors: understandability and 
modifiability. More generally, Dubey & Rana [46] analyzed 17 maintainability models and identified 37 different 

maintainability attributes. The most frequently mentioned attribute was testability (noted in 47% of the models), and 

other frequently mentioned attributes included self-descriptiveness, modifiability and understandability. In fact, 

understandability has been identified as playing a pivotal role in software maintenance [47].  

With respect to evaluating the maintainability of a software system, Roehm et al. [48] explored maintainability via an 

observational study of 28 developers to identify the steps developers perform when understanding software and the 
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artifacts they investigate. A different approach was used by Shima et al. [49], where they assessed the ability of 

students, acting as a proxy for developers, to correctly reconstruct a system from its components, which they termed 

“software overhaul”.  

2.4 Deriving a Data Science Maintainability Model 

Our data science maintainability model is shown in Figure 1. Since many, such as Schneberger [50], noted the 

importance of a development environment, this is the initial factor within the model. Furthermore, while testability was 
a key concept within a software development context, we leveraged Tatman et al.’s [24] concept of reproducibility as a 

related, but more relevant factor for data science analysis. So, in parallel with reproducibility, we also introduced 

understandability as a key factor to enable maintainability. Thus, within our model, the maintainability of an analysis is 

driven by being able to understand and recreate the analysis, both of which could be facilitated via the use of an 

enhanced development environment. Note that we broadly define a development environment to include the tools used 

to create, update, run and share an analysis. 

 

Understandability
Development 
Environment

Reproducibility
Maintainability

 

Fig. 1. Data Science Maintainability Model 

3. Methodology 

3.1 Research Method 

To explore how to improve data science analysis maintainability, we used our data science maintainability model, 

which was previously shown in Figure 1. First, we developed a new visual data flow data science development 

environment, called MIDST (Modular Interactive Data Science Tool), that we hypothesized would improve 

understandability and reproducibility. Then, to compare the maintainability of an analysis done using RStudio to an 

analysis done using the new visual data flow tool, we measured the reproducibility and understandability of an analysis 

done using RStudio with an analysis done using MIDST. 

In short, to evaluate reproducibility and understandability, we leveraged the previously discussed methodological 

concept of a software overhaul [49], but adapted the software overhaul concept to a data science context by having the 
data scientist share an analysis with a person not involved with its development, and then having that other person 

update and re-run that existing analysis. Specifically, we conducted an experiment where, in the baseline condition, the 

analysis and updates were done using RStudio, and in the other, experimental condition, teams used MIDST’s new 

visual development environment. All teams, across both conditions, analyzed the same data, and the new person was 

given the same task in terms of updating the analysis.  

The rest of this section describes our research method in more depth. 

3.2 New Visual Data Flow Environment - MIDST  

MIDST is a web-based data science IDE that was developed for this project. Due to MIDST’s web-based architecture, 

all the R code runs on a common compute server. This shared execution environment greatly facilitates team 

collaboration since issues such as what libraries and what versions are installed as well as other details such as location 

of data files are eliminated. As well, it makes it easy to share code between team members. 
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When using MIDST, all members of a team can share their code via an easy to use graphical code management system 

that lets each team member easily “push” their updates and “pull” updates from the team’s shared repository, which 

integrates all modules used in the team’s analysis. In fact, MIDST has reminders when a team member needs to pull the 

updates from their shared repository. In addition, MIDST provides a common computing infrastructure, where each 

user has a clone of the same computing environment. MIDST provides several different views to enable data scientists 

to leverage visual data flow programming to construct an analysis.  

MIDST Network View: MIDST’s network view provides the high-level data flow view of the modules within the 

application. This network view, shown in Figure 2, enables users to create nodes, define the input and output for each 

node, and then connect those nodes together, via the concept of data flowing between the nodes. In addition to code 

modules (the R code is within each of the code modules of the network), there are data nodes and output visualization 

nodes. Similar to other data flow systems, each code module node within MIDST has inputs and outputs, and MIDST 

users connect the nodes, where the output of one node is the input to another node. For example, Figure 2 shows a 

simple application that reads in a raw data file, cleans the data file, stores that data file and then generate a histogram. 

 

 

Fig. 2. MIDST Network View 

 

As with other data flow tools, the network editor helps users break tasks into chunks, and to visualize the flow of the 

project. Of course, since the user has control over how to define the network and the inputs and outputs of each node, 

the simple analysis shown in Figure 2 could be implemented via a different data flow diagram, as shown in Figure 3. 

Within this network view, MIDST users can easily execute the entire network (within their cloned virtual environment) 

by pressing the ‘run’ button at the top of their network view window, and any errors that occur during execution of the 

network are clearly visible as failed nodes, as shown via the exclamation mark in Figure 4. The current version of 
MIDST does not provide a library of previously created nodes/modules that were used in previous projects or created as 

utility modules by others. A more production-oriented version of MIDST could easily provide such a library of 

modules. 

MIDST Source Code Editor: MIDST also allows users to drill down to the actual R code within a module, by clicking 

on a node to view/edit the actual R code within the MIDST source code editor, which is similar to the editor in RStudio. 

The code view is more of a typical source code editor, with the ability to view, edit and run the actual R code for each 
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of the modules within the application. As shown in Figure 5, the editor enables the user to write and debug the R code 

for a module. For example, the R code for the clean module from Figure 3 is shown in Figure 5. In this view, similar to 

how one uses RStudio, the user writes R code to implement the required functionality for that module. Also, within the 

source code editor, one can either run the entire module or execute a line of code in the module. Output for the module 

is always shown in the bottom window pane of the source code editor. This output is for the most recent run of the 

module (whether that was due to the full network being run in the network view, the full module being run in the source 

code editor view, or a specific line being executed within the source code editor). 

 

  

       Fig. 3. Alternative MIDST Network   Fig 4. MIDST Network View – with an error 

 

 

Fig. 5. MIDST Source Code Editor 

3.3 Maintainability Experiment 

To evaluate the impact of MIDST, a mixed method experiment was conducted where the experimental condition, of 

participants using MIDST, was compared to the baseline condition, of participants using RStudio. 

Participants in both conditions were assigned the same initial task, which was an eight-week long group project, where 

teams of 4-6 people analyzed a customer survey dataset. The analysis included typical data science tasks such as using 
visualization, mapping techniques, and machine learning to predict unhappy customers. After the analysis was 

completed (and submitted for evaluation), there was an optional extra task. For this voluntary task, participants shared 
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their project with a person in a different team (but within the same experimental condition), and then that new person 

updated the analysis. The update consisted of the simple task of sampling 75% of the data, after cleaning, and then 

comparing the results the analysis using the sampled dataset with the evaluation that was conducted when using the 

entire dataset.  

During the experiment, for both the baseline (RStudio) and treatment (MIDST) conditions, quantitative and qualitative 

information was collected. Table 1 shows the quantitative data collected, which was used to measure reproducibility 
and understandability. Specifically, we considered two sharing metrics to be indicators of reproducibility: the time it 

took to locate and assemble the original code, and the percentage of the original code that was shared. The percentage 

of the original analysis that was able to be run correctly is a third indicator of reproducibility. The time necessary to 

update the analysis is an indicator of understandability. The time metrics are similar to those used in a software 

development context, where the maintainability of a system was explored by measuring the total effort, in person-

minutes, to comprehend, modify, and test the artifacts related to the system [51]. 

 

Table 1. Metrics collected and map from actions to testability and modifiability  

Action Metrics How Measured Relevance:  

Reproducibility 

Relevance: 

Understandability 

Share Analysis 

Time to Share Analysis Self-reported by person 

sharing the analysis 

X  

Percentage of Analysis Shared Objective assessment X  

Run Analysis Percentage of Analysis run correctly Objective assessment X  

Update Analysis Time to modify analysis Self-reported by person 

doing the updates 

 X 

 

With respect to the qualitative data, to better understand the thoughts and perceptions of doing this assignment, 

participants were asked, via an online survey, the following open-ended questions:  

 “What were the key challenges to get the code running?” 

 “What challenges did you encounter when you tried to update the other team's code?” 

 “Please provide some general thoughts/impressions of doing this assignment.” 

3.4 Data Evaluation 

For the quantitative data, the percentage of code shared as well as the percentage of the analysis that was able to be run 

correctly was determined via an analysis of the code performed by a teaching assistant for the class, who was not part of 

this research effort. The participants also reported on the time it took them to share their team’s analysis, as well as the 

time it took them to modify the analysis the analysis that they were given to update.  

The qualitative data was analyzed to identify the key themes with respect to sharing, updating and running the analysis. 
This thematic analysis was performed for the comments in the MIDST condition and another thematic analysis was 

performed for students in the baseline condition. Specifically, for each condition, the Miles and Huberman approach to 

analytic induction was used [52], with a goal of identifying common themes via an iterative process of item surfacing, 

refinement and regrouping. The coding started by reviewing each response and defining a high-level item description. If 

needed, one response was broken into multiple items. These item descriptions were then grouped and re-grouped into 

higher level conceptual themes. To increase reliability, the coding was done independently by two researchers [53], and 

ambiguities in coding were discussed and resolved amongst the researchers. 
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3.5 Experimental Conditions 

The participants in this study were graduate students. In terms of the appropriateness of using graduate students within 

the study, while there has been little written about using students to gain insight into industry teams within a data 

science context, student experiments within the software development domain have been taking place for decades. In 

fact, students were used as subjects in 87% of the experiments analyzed over a representative ten-year period [54]. It is 

also important to note that when using students as subjects, several factors are typically considered. First, “students vs. 
professionals” is actually a misrepresentation of the confounding effect of proficiency, and in fact differences in 

performance are much more important than differences in status [55]. Hence, using master level students, many of 

whom have several years of industry experience can often be a more appropriate choice than undergraduate students 

with minimal experience. Second, comparing across experimental conditions, using students may actually reduce 

variability because all students have about the same level of education, leading to better statistical characteristics [56]. 

Finally, a third consideration is that while students might not be as experienced as practicing professionals, they can be 

viewed as the next generation of professionals and hence many believe they are suitable subjects for these types of 

studies [57, 58].  

In total, ninety-six graduate students participated in our study. While most of the students in each section were graduate 

information system students, approximately fifteen percent of the students in each section were in other graduate 

programs, mainly business administration or public policy. Sixty-five percent of the students had previous work 
experience. In addition, forty percent of the participants were female. Thirty five percent of the participants were from 

North America, fifty-five percent from Asia, and ten percent from other locations (all students were co-located during 

the actual experiment). 

The students initially registered to be in one of four sections, without any knowledge of which sections would use 

MIDST, or which sections would not use MIDST. Two of the sections (with a total of 44 students) were selected to be 

in the baseline (i.e., RStudio) condition, and two of the sections (with a total of 51 students) were in the treatment (i.e., 

MIDST) condition, where the students used MIDST to do the analysis.  

4. Findings 

In the Baseline (RStudio) sections, 31 students out of 44 chose to do the extra-credit assignment. In the Treatment 

(MIDST) sections, 13 students out of 52 chose to do the extra credit assignment using MIDST.  

We note that there were 19 other students in the MIDST condition who chose to do the voluntary extra credit 

assignment using RStudio, which was permitted for the voluntary assignment. This was likely due to the fact that 
MIDST was an early prototype system, and as will be noted in the qualitative findings, there were some issues that 

students would occasionally encounter. To explore the possibility of selection bias, we observe that the 19 students in 

the MIDST condition that used RStudio had a final grade average of 86.1% (with a standard deviation of 4.7), and the 

13 students that used MIDST for the maintainability task had an average of 87.0% (with a standard deviation of 3.4). 

Thus, since the focus of our analysis was on comparing the “No MIDST” condition with the “MIDST” condition, and 

since there was no selection bias (as noted via the final grade averages), we excluded the 19 students that used RStudio 

but were in the MIDST condition from the analysis. Also note that, during the sharing of the code, one MIDST user 

found a bug in MIDST and the time reported for this user was heavily influenced by this bug, so this user’s data was not 

used during the analysis (hence we only evaluated the 12 students that used MIDST and did not encounter this bug). 

4.1 Sharing the project  

As can be seen in Table 2, students in the MIDST condition shared more of the project (100% vs 84%, on average), and 
did so much more quickly (30 minutes vs 80 minutes, on average). Using a t-test, which is a statistical test that can be 

used to determine if there is a significant difference between the means of two groups (in other words, a t-test lets one 

know if the difference in the mean could have happened by chance), the difference in both what was shared, and how 

long it took to share the code, was significant.  
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Table 2. Results for Sharing the Code 

 How the code was shared 

R Files(s)               MIDST Network 

(N=31)                   (N=12) 

Significant Results 

(at p=0.5 level) 

Time required to share the code (average # of minutes) 80  30 Yes 

Percentage of project that was shared (average) 84% 100% Yes 

 

4.2 Updating & Running the project  

As can be seen in Table 3, students in the MIDST condition got more of the project code analysis to run correctly (91% 

vs 78%, on average). It also took them significantly less time to update the code. MIDST users took an average of 3 

hours to complete the task, versus close to 5 hours for students working within RStudio. Using a t-test, the differences 

in how much of the project was able to be successfully recreated, as well as how long it took to do the project update, 

were both significant. Note that 3 people in the "no MIDST" (RStudio) condition did not finish the project 

enhancement, and hence, were removed from this part of the analysis. 

  

Table 3. Results for updating the code criteria 

         Updates Done Using 

RStudio                          MIDST  

Significant Results 

(at p=0.5 level) 

Percentage of code that was working correctly 

(percentage of total analysis) 

78% 91% Yes 

Time needed to make changes 

(average # of minutes) 

299 180 Yes 

 

4.3 Qualitative Feedback 

Our thematic analysis of the qualitative data (i.e., the free form participant survey questions), provides some context as 

to the challenges RStudio students encountered when sharing and updating the project. Specifically, three key themes 

were identified for the baseline (RStudio) condition, all related to how difficult the task was to do (i.e., sharing, 

updating and running the code). In contrast, in the MIDST condition, three different themes emerged (sharing and 

running the code was easy, and updating the code was easier due to visual data flow network that made the code easier 

to understand). Below, these themes are explored in more depth. 

4.3.1 Baseline Users Qualitative Feedback (RStudio) 

As demonstrated by the example comments below, for each of the identified themes, participants felt that sharing the 

analysis was difficult because after they divided the work across the team members, the team members did not share 

their code with the other team members. In other words, each team member typically worked in isolation from each 

other. Furthermore, many in the baseline condition thought that updating the code was difficult, mainly due to the fact 

that it was a challenge to understand the flow of the analysis. Finally, running the code in the baseline condition was 

also difficult, mainly due to not all the code being integrated within a single environment. 
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Sharing the code – hard to do  

“For our project, each group member was responsible for using their own code in creating allocated 

visualizations, models, etc. So, when attempting to combine it as one code, some things didn't match up. 

Naming of vectors was different, subsets we defined and used then interfered with later code, there was just a 

few things that weren't included. For some reason I wasn't able to include the association rules code.” 

“Not all of our code was shared with me so I shared as much as I could.” 

“Text mining- I did not have the function that was created and used … Hence, instead of sharing an incomplete 

code, I chose not to include that [part of the analysis].” 

“I did not share a particular code of my group project … the person who did his part … was travelling [and] I 

did not want the person waiting.” 

“Shared the R script file via Email. Sent it as an attachment.” 

 

Updating the code – hard to do 

“It is too hard to find which part should be modified.” 

 “The flow of the analysis was a little haywire, with no clear distinctions between linear modelling, descriptive 

statistics, a-rules and SVM. They were all correct, but it took me a while to understand the flow of the code.” 

 “What made the project relatively hard to follow and replicate is the fact that there was no cohesion in the 

work. Given that the folder that I received contained different files representing the various sections of the 

project, it was not obvious to figure out objects that may change from one section to the other. As such, there 

was no structure to follow in re-running and updating the project.” 

 “One of the key challenges was to understand the code. Although there were comments … the code as a whole 

was little haphazard.” 

Running the code – hard to do 

“Different files used different datasets so it was really difficult to change it.” 

 “With respect to the R code, I had to update the variables and adjust some codes w.r.t. the sample dataset.” 

 “I had to change … the variable names so that I could get the code running.” 

 “About 30% of the code [had to be] changed. I had to correct the syntax errors, changed the map visuals to 

make them work.” 

 “[it was difficult] going over the errors and understanding why the errors were happening and also looking at 

different functions. Every group had their own functions so understanding what different functions do [was 

challenging].” 
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“Three of the substantial algorithms failed to run due to missing objects that were not defined and that I 

couldn't figure out their origin/source.” 

4.3.2 MIDST Users Qualitative Feedback  

Unlike the baseline users, almost all people using MIDST noted that sharing was easy, as was updating the code. 

However, due to the fact that MIDST was a prototype system, some also noted the MIDST bugs and performance 

issues. 

Sharing the code – was easy 

“I shared the entire code with the other person through MIDST.” 

“I shared every single part of our project with the other member.” 

“Easiest way was to provide the Midst link by adding them as temporary collaborator.” 

Updating the code – leveraged the visual data flow network to understand the code 

“It was important to understand the other team's project and the flow of data between all the nodes in order to 

update the code so as to get the code running without any errors.” 

“I just needed to add a node with the sampling coded … and then supply this sampling dataset to the models.” 

“I updated code in a single node…I was able to understand the code due to the flow in MIDST.” 

“I added a node in the MIDST tool to sample the data. After cleaning, I added the flow to the new node 

sampling.R. After creating the sampled data set, the data was supplied to the models for analysis.” 

“The code provided on MIDST was put in an easy to understand fashion. I went through various nodes to 

understand their function.” 

Running the code - easy except for MIDST bugs 

“Overall, I did not face any major challenge while running the code.” 

 “The entire project was running properly. The only issue was … a bug in MIDST, which resulted in errors but 

after running the network again, the entire network ran without any errors.” 

 “There were some errors shown on MIDST, but after running the code node by node, the errors were fixed.” 

 “My code was in MIDST and I was able to easily run all my modules at one time. The only problem I had was 

while editing the code, there was an error message popping and it was taking too long to execute whereas the 

same code was running fast in R.” 
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5. Discussion 

By leveraging our maintainability model, it can be noted that MIDST improved the both the reproducibility and 

understandability of an analysis, and thus improved the maintainability of that analysis. Specifically, as shown in Figure 

6, there are two key features, which are discussed below, that enabled this improvement. The two features are that (1) 

MIDST provides a complete, integrated code and execution environment, and that (2) MIDST provides a visual data 

flow view of the analysis that augments the code-based view of the analysis. 

 

Understandability

Reproducibility

Maintainability

Data Flow & 
Textual  Code 

Views

Integrated code 
& computation  
Environment

Development 
Environment

 

Fig. 6. Key Features of a development environment that leads to improved maintainability 

5.1 MIDST’s Integrated code and execution environment  

One key feature of MIDST is that it provides the code, data, and full computational environment within an integrated 

environment. Our results show that this integrated environment improved the reproducibility of an analysis by enabling 

more of the code to be shared, in less time. It also helped enable more of the code (i.e., the analysis) to be executed by a 

new person. 

Some teams in the “No MIDST” condition tried to mitigate this issue (of not having an integrated environment) by 

having each team member work on a specific analysis. Then, the results of the different analyses were “merged” via a 

high-level report (i.e., the final report was a collection of non-integrated efforts and the code was not merged into a 

shared repository/code base). Unfortunately, this approach created maintainability problems because others on the team 

could not easily understand or run the full analysis. An integrated code repository, such as Github [59], only partially 

solves this issue in that different team members might still have different execution environments – for example, 
different libraries installed or access to different data repositories. Hence, an integrated environment is necessary “in 

order to avoid the ‘it runs on my machine’ problem, where a project can only be reproduced by running it on the same 

computer it was originally written on” [24]. This problem is why it has been noted that sharing code and data is an 

important first step to improve reproducibility, but having a cloned computational environment “increases the ease and 

longevity of reproducible research projects” [24].  

5.2 MIDST’s visual data flow dataflow metaphor  

MIDST’s visual data flow metaphor might have improved the understandability of an analysis due to the fact that the 

visual data flow view mapped to a data scientists’ mental model. With this in mind, we believe that MIDST creates an 

easier to understand analysis. Several participants noticed MIDST’s ability to help improve the understanding the entire 

project, including comments such as: 

 “It was important to understand the other team's project and the flow of data between all the nodes in order to 

update the code so as to get the code running without any errors.” 

“I was able to understand the code due to the flow in MIDST.” 
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“The code provided on MIDST was put in an easy to understand fashion. I went through various nodes to 

understand their function. Overall, I did not face any major challenge while running the code.” 

6. Conclusion 

6.1 Summary 

This study defined and then used a new data science maintainability model, which is based on understandability and 

reproducibility. The study then used the model to evaluate a new data science interactive development environment 
(MIDST), which provides an integrated code and execution environment as well as a visual data flow of the analysis, 

was described and analyzed. 

Specifically, to address our research question (Does using visual data flow tool, within an integrated data science 

development environment, improve the ability of a new team member to reuse and update an existing analysis?), a 

mixed method research study comparing the maintainability of an analysis developed in MIDST compared to an 

analysis developed within RStudio was performed. 

The results of the study did answer the research question, in that the study demonstrated that using visual data flow tool 

does improve the ability of a new team member to reuse and update an existing analysis. In short, this research shows 

that a visual data flow tool, such as MIDST, improves the reproducibility and understandability of a data science 

analysis. Hence, the study highlights the need to explore the development of additional code-level visual data flow 

IDEs, to complement existing higher-level visual data flow IDEs that currently target higher-level end users who do not 

need to develop code.  

6.2 Limitations and Next Steps 

Based on our newly defined data science maintainability model, this study suggests that an analysis is easier to maintain 

when using MIDST. Future research should leverage these results to continue to explore how tools and processes could 

improve the maintainability of a data science analysis. Future research could also explore MIDST within an industry 

context.  

One limitation of this research was that some of the findings, with respect to how long tasks took, were self-reported. 

Future research could explore different approaches to measure how long a task takes to complete, such as providing a 

fixed amount of time to update an analysis within a controlled environment, similar to what was done by Rule et al. 

[12]. Further refinements of the Maintainability Model could also be explored, such as whether there are alternative 

ways to operationalize the reproducibility and understandability variables. In addition, the bugs and performance issues 

within MIDST might have reduced the impact of the visual data flow approach. Hence, work will continue on 

improving the robustness and usability of MIDST. 

Another possible next step is to note that another alternative to code-based programming environments, such as 

notebooks, which as previously noted, enables one to integrate R code, R output and formatted textual explanations of 

the analysis within one document. However, since notebooks do not naturally enable one to easily keep track of the 

output from one step (such as data cleaning) that is to be used across multiple next steps (such as different data 

analytical algorithms or visualizations), future research could explore the use of notebooks within a data flow context. 
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